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Abstract— A chatbot is an intelligent system which can hold
a conversation with a human using natural language in real
time. Due to the rise of Internet usage, many businesses now
use online platforms to handle customer inquiries, and
many of them turn to chatbots for improving their customer
service or for streamlining operations and increasing their
productivity. However, there is still a gap between existing
chatbots and the autonomous, conversational agents
businesses hope to implement. As such, this paper will first
provide an overview of chatbots and then focus on research
trends regarding the development of human-like chatbots
capable of closing this technological gap. We reviewed the
literature published over the past decade, from 1998 to 2018,
and presented an overview of chatbots using a mind-map.
The research findings suggest that chatbots operate in three
steps: understanding the natural language input; generating
an automatic, relevant response; and, constructing realistic
and fluent natural language responses. The current
bottleneck in designing artificially intelligent chatbots lies in
the industry’s lack of natural language processing
capabilities. Without the ability to properly understand the
content and context of a user’s input, the chatbot cannot
generate a relevant response.

Index Terms—chatbots, conversational agents, dialog system,
human computer interaction

I. INTRODUCTION

A chatbot, also known as a conversational agent, is a
computer software capable of taking a natural language
input and providing a conversational output in real time
[1]. This human-chatbot interaction is typically carried
out through a graphical user interface based on human-
computer interaction (HCI) principles [2], [3].

The idea of an intelligent machine engaging in human
interactions was first theorized by Alan Turing in 1950
[4], [5]. Shortly after, automated computer programs,
referred to as “bots”, were created to simulate human
conversation. For example, ELIZA in 1966 matched user
prompts to scripted responses, and Artificial Linguistic
Internet Computer Entity (ALICE) in 1995 introduced
natural language processing (NLP) to interpret user input
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[4]. Chatbots now exist in various messaging platforms,
such as Facebook Messenger, Skype, and Kik, largely for
customer service purposes [6].

Chatbots also evolved to interact via voice as well.

Such chatbots are typically known as virtual assistants. In
particular, the use of NLP led to the Big Four Voice
Assistants: Apple’s Siri (released as a standalone app in
2010, bundled into iOS in 2011, and added to the
HomePod device in December 2017), Microsoft’s
Cortana (2013), Amazon’s Alexa (released with its Echo
products in 2014), and Google’s Assistant (announced in|

2016 [4], and has been an extension of Google’s Voice

Essentially,
the voice
assistants that
we use so
casually are
chatbots
embedded in
an loT system!

Search product called Google Now since 2011) [7]. They
are embedded in smartphones and smart home devices to
control the Internet-of-Things (loT) enabled devices.
These assistants are now using voice recognition powered
by AI to learn the words and phrases of the user’s voice
in order to interact with users in a personalized manner.
For example, Audrey was the first documented speech
recognition system in 1952, which recognized digits
spoken by a single voice. Since then, Siri has improved to
recognize users’ voices and respond with personality.
Although there are still improvements to be made, voice
recognition technology is becoming increasingly used in
business and commerce which can hear and understand
what you are saying even in noisy environments [8]-[10].
In fact, these conversational interfaces were deemed one
of the key breakthrough technologies of 2016 [4].

As evident, chatbots have become quite popular over
the years. This is likely due to the rise of Internet users
worldwide — there were 3.15 billion users in 2015, 3.39
billion in 2016, and 3.58 billion in 2017 [11]. There has
also been a rise in e-commerce, as shown in Fig. 1,
coupled with an increased demand for customer service
on digital platforms [12]. According to Harvard Business
Review, a mere five-minute delay could decrease a
business’s chances of selling to a customer. In fact, a ten-
minute delay could reduce their chances by 400% [13].
However, a study done by Xu et al. examined one million
conversations and found that the average response time
was 6.5 hours [12]. To ameliorate this situation, some

Chatbots are
the best way
to provide
customer
service at the
customer's
convenience
to reduce the
average
response time
to handle
problems and
requests.



kavanmehta
Highlight

kavanmehta
Text Box
Chatbot's formal definition and is a prime application of NLP in order to facilitate a conversation to provide and get information.

kavanmehta
Text Box
Handling customer inquiries, improve operations, and better customer service. Constructing realistic and fluent natural human responses.

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Highlight

kavanmehta
Text Box
Essentially, the voice assistants that we use so casually are chatbots embedded in an IoT system!

kavanmehta
Text Box
Chatbots are the best way to provide customer service at the customer's convenience to reduce the average response time to handle problems and requests.


Chatbots
have faced a
gap in
effective
communicati
on to provide
human-like
responses
and have
conversation
s on things
besides what
they have
been trained
on to handle
requests.

International Journal of Mechanical Engineering and Robotics Research Vol. 9, No. 4, April 2020

businesses began to employ chatbots to handle inquiries
24/7. Admittedly, there is still a gap between existing
chatbots and chatbots intelligent enough to replace human
representatives, but it is highly likely that chatbots will
play a significant role in the digital future [4].
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Figure 1. Retail e-commerce sales worldwide from 2014 to 2021 (in
billion USD) [14].

In addition to the chatbot’s increasing popularity in
business, there have been various publications providing
an overview of existing chatbot platforms, architectures,
and chatbot implementation methods [14]-[16]. One
perspective [14] mentioned two challenges in the field of
chatbot development: 1) Chatbots can only recognize
specific sentence structures; 2) The responses generated
by existing machine learning techniques are not always
accurate or personalized. In this paper, we focus on
summarizing existing machine learning techniques using
the mind-mapping method.
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This paper is organized as follows: methodology,
mind-map presenting an overview of chatbots, detailed
breakdown of the different aspects of chatbots, and
conclusions.

Il. METHODOLOGY

This paper will review works containing the listed
keywords over the past two decades, published from 1998
to 2018, in online databases, such as Google Scholar,
IEEE Xplore, ACM, and Web of Science. After searching
for the keywords in the online databases, the two criteria
used for selecting review papers were the publication date
and the number of citations. It was important to review
papers that were recent, especially since technology
changes very rapidly over the years. Older papers were
also reviewed to understand the history and the
progression of chatbots over the years. After conducting
the literature review, a mind-map was created to
summarize the findings, as seen in Fig. 2. The mind-
mapping method was used to visualize the relations
between different concepts from various research papers.
This method was chosen due to its capability of
presenting complex relationships in a simple, visual form
[17]. The branches stemming from the center represent
the main characteristics, current architectures and systems,
machine learning approaches, and applications of
chatbots. Many of the published papers discussed
architectures and systems, but few papers delved into the
machine learning approaches in the context of chatbot
development, which is the focus of this paper.
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Chatbots have many channels that
they need to focus on and improvise
effectively to create the best system
that can help the business world save
money and improve user experiences
with companies.

Unstructured

I1l. CHATBOT CHARACTERISTICS

Understanding the key characteristics of a chatbot is
important for designing a chatbot. These characteristics
were established through the study of people’s
expectations for chatbots [18], [19], and the method used
in the study was comparing past human-human and
human-chatbot conversations. As mentioned in a chatbot
survey [16], the development of chatbots went from
pattern matching and simple “Q&A” style to a more
human-like way of carrying out and continuing

© 2020 Int. J. Mech. Eng. Rob. Res 503

conversations. This showed that advanced chatbots are
expected to not only answer questions but also learn and
improve themselves with each conversation, and
eventually be able to respond appropriately in various
contexts [12]. To create a smart chatbot capable of doing
so, the main characteristics and capabilities needed are
listed as follows:

A. Communicate Using Natural Language

Chatbots should understand and respond using human
natural language. Advanced automated chatbots
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nowadays generally use Machine Learning (ML), coupled
with Natural Language Processing (NLP) within the
domain of Artificial Intelligence (Al) [20]. We found that

Understanding,

Management,
and
Generation are
the main 3
core parts of
any chatbot.

e anatomy of chatbots [21], used for seeking
nformation, generally has three components: Natural
Language Understanding (NLU) to categorize the user’s
ntent, Dialogue Management (DM) to determine user’s
ntent, and Natural Language Generation (NLG) to
enerate a response in natural language.

1) Understanding Natural Language Input.

Understandi
ng
sentiment is
what one of
my OW
projects was
based on!

NLP and ML are used to tackle the two most common
problems in computational linguistics (a branch of
linguistics in which computer science techniques are used
for analyzing language). The first problem is sentiment
analysis. It aims to first identify sentiments from the
information input, which can be documents, sentences, or
phrases, and then classify these sentiments into three
polarity groups: positive, negative, or neutral. This
polarity classification can be done using NLP approaches,
such as n-grams, adjectives labeled, dependency relations
and objective terms [22]. The other problem is linguistic
similarity. It aims to represent linguistics using different
lexicalization levels such as words, stem, named entities,
and so on [23]. There are three main categories to
determine useful distinctions in the study of language:

Linguistic
similarity is
something
that Chatbots
need to take
care of by
understanding
the purpose of
context, the
meaning, and
the syntax of
sentences.

Personalized
responses
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emotions
and
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that are
often
articulated
with anger or
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This helps
the Chatbot
sympathize
on a more
human level.

pragmatic, the purpose of context; semantic, the meaning
of context; and syntax, being grammatically correct.

2) Dialogue Management

After understanding the user input, the DM stage
should choose an interaction strategy to determine a
response based on the context of the conversation [24]. In
other words, the dialogue management stage classifies the
question type and determines the relevant category of
answers the chatbot can use for responding. Many
research papers presented ML approaches to accomplish
this task. For example, Support Vector Machines (SVM)
is one of the trending techniques for Q&A problems
[25]-[27].

3) Responding with Natural Language

After determining the category of relevant answers, the
chatbot must then: 1) construct the relevant, personalized
response using natural language, and 2) respond with no
time delay.

Personalized: Writing Styles and Emotions. The
responses generated by the chatbots should be
grammatically correct and exhibit human-like behaviors
and emotions. Chatbots should converse in certain
manners based on the user’s psychological state and
behavior, and they should learn to adapt their writing
style to the user’s need and the context of the
conversation. For example, Zhang et al. [28] proposed
personalized response generators which use different
responding styles. Their generators use lexical principles
and a sequence to sequence framework with a recurrent
neural network to detect the wuser’s behaviour. In
customer service, chatbots that can detect user’s emotions
and expected reactions are heavily needed since their
users generally express their emotions in lieu of rationally
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stating their problems. Xu et al. [12] collected
conversations between humans and chatbots over social
media and reported that approximately 40% of those
conversations were emotional. As a result, their chatbot,
which used deep learning and information retrieval (IR)
techniques, learned informal writing styles used in

emotional conversations and can show as much empathy|
as human agents when chatting with the users. On a
similar note, Chang et al. found that the word2vec
technique could help the machine understand emotional
texts from users [29].

Immediate: Realistic and Fast Response. Ideally, if the
user’s question requires searching through the internet,
the chatbot should search and respond as quickly as most

Informal
styles of
speech can
greatly help
demonstrate
the empathy
like a
human
agent.

search engines.

B. Security

Security features should be applied to all the data in
the chatbot databases for user security and privacy. This
is particularly important in the field of personal-life care.
For example, sensitive personal information like medical
and health information should be encrypted to ensure
confidentiality [30]. Moreover, security features in
chatbots should only grant system or database access to
verified intended users. For example, chatbots in the form
of smart home devices should allow only the legal and
registered residents in a house to command and control
the devices [7], [31].

IV. CHATBOT SYSTEMS

The system required to design, develop and implement
a chatbot which can interpret the user’s intent and provide
proper responses to questions, is studied and broken
down in the following section:

A. Communication Medium

This section details current chatbot communication
platforms. Common media which allow users to input
messages and communicate with a chatbot include
messaging platforms, such as applications and cloud-
based services (Slack bot, IBM Watson), and physical
devices (Amazon Alexa, Google Home).

1) Messaging Platforms and their Features

The messaging platform is for communicating via
online chat in real time. Many messaging platforms serve
different purposes with diverse needs, but they all operate
based on text, and their main purpose is dealing with
customer service. R. Khan and A. Das [1] compared the
available features across various messaging platforms
(Facebook, Skype, Slack, Telegram, Microsoft Teams
and Viber), as seen in Table I. These features include text
message, carousel, cards, button, quick reply, webview,
group chatbot, list, audio, video, GIF, image, and
document or file. This is to help developers choose which
platform to use for deploying their chatbots based on their
specific needs.

By using
security and
privacy to
keep user
information
safe,
Chatbots
can work on
sensitive
guestions
and attend
to them

easily!
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TABLE . MESSAGING PLATFORMS FEATURES COMPARISON [1].

Efz;ittfli)rrerf\s/ Facebook | Skype | Slack ;f;ﬁ; ngis Viber
Text message v v v v v v
Carousel v v v Partial v v
Button v v v v v v
Quick reply v X X X X X
Web view v X X X X X
Group chatbot v X v v X X
List v v X X X X
Audio v v X Vv Vv Vv
Video v v X v X v
GIF v v v v v v
Image v v v v v v
Document/file v v X v v v

Some of
these
example
tasks of
Charbots for
customer
service and
assistants
are so
familiar and
commonly
used daily!

2) Smart Home Devices

In addition to commercial chatbots, which are used for
customer service purposes, there are also chatbots that act
as personal virtual assistants. These assistants help users
accomplish daily tasks, such as booking a hotel, getting
the latest news, checking the weather forecasts, or even
buying products based on the user’s personal preferences
[30], [32]-[37].

In order for these virtual assistant chatbots to have
more functionality, more communication channels were
enabled, e.g. users can use voices to control many types
of devices [31]. Current virtual assistants require a
physical device in the environment to act as a host for the
trained chatbots in the cloud. For example, Amazon Echo
operates on Alexa, Google Home uses Google Assistant,
Apple HomePod uses Siri, and Microsoft’s virtual
assistance with Cortana platform, and so on. A drawback
with current virtual assistants is that they still have a
closed knowledge domain, as they are only expected to
carry out certain specified and preset tasks, such as

This problem is
something |
want to focus
on using NLP
to actually
enable
Chatbots to be
better listeners
and
communicators
like human
agents!

urning on/off the lights, projectors, and air conditioning,
but a conversation topic aside from that might not be
ecognized by the assistant. In the future, a more
mproved chatbot should be able to converse openly
about a variety of topics [15].

3. System Architecture

The chatbot system is now leaning towards cloud-
hased, open-source, and serverless data operating systems.
Some examples are OpenWhisk from IBM [38] and AWS
_ambda from Amazon [32]. They provide an easy way to

uild a chatbot using a variety of programming languages,
such as Javascript, Java, Python, etc. which enhances the
functionality of backend system and thus delivers a
personalized experience to each user. To build a closed-
domain, serverless chatbot, Mengting et. al. [38]
presented a generic architecture as shown in Fig. 3. It
consists of four levels: the first level is Audio 1/0 which
converts audio input to text and vice versa; the second
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level is Text 1/0O; the third level is many domain-specific
chatbots, each of them has a specific task such as
location-based weather reports, reminders, news, jokes,
and others; the fourth level consists of third party services
to deploy the chatbot. The chatbot can respond with text
and/or audio depending on the request.

Dialog Mode

Weather

weather
[[[E]

Stateful Reminder

-~

u
music params | —

Audio IO Text 10 ‘Speech-o-Action

Abiliies

ard pary
Sermvices
Figure 3. Chatbot architecture [38].

Summarizing these papers in [32], [38], [39], we see
that a chatbot development system can be broken down to
front-end and back-end environments. These are to
address the main tasks of chatbots proposed in the
Characteristics section and the mind-map: understanding
the user’s natural language input, generating a proper
response addressing the user’s needs, and constructing
the response with natural language. The front-end system
is the chatbot’s “mouth” and “ears/eyes”, seeing what the
user inputs are and responding. The back-end system is
the chatbot’s “brain,” where algorithms and models are
used to understand user intents and determine a suitable
response.

Front-End System. The front-end consists of the user
interface and the communication medium. As mentioned
above, the input and output can consist of textual and
audio data. Chatbots accepting audio inputs use a speech
recognition engine that can convert speech-to-text (STT)
and text-to-speech (TTS).

Back-End System. The back-end system is hosted on
the cloud platform. It processes inputs and generates
relevant responses. It is composed of a server, an Al
engine, custom APIs, and a database through a REST API
[32].

ML techniques which can help a chatbot better
understand the context of conversation or construct
suitable responses are in need. As of now, there are many
NLP tools which can be used, such as Dialogflow from
Google, formerly known as Api.ai
(https://developers.google.com/actions/dialogflow/project
-agent). More recently, to better model user behavior,
many companies have developed Al platforms and
released their APIs to the public. A few examples are:
IBM Watson (https://www.ibm.com/watson/developer/),
LUIS.ai, Microsoft’s Language Understanding Intelligent
Service (https://www.luis.ai/), Wit.ai (https://wit.ai/), and
Amazon Lex (https://aws.amazon.com/lex/developers/).

End of Annotations.
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C. Knowledge Base

The knowledge base is the information the chatbot
refers to during the dialogue management stage when
generating a response. The knowledge base is the “brain”
of the chatbot engine, generally containing
keywords/phrases and the responses associated with these
keywords/phrases [40].

Data Resources. For chatbots to obtain knowledge,
they need to extract data from different large-scale
information sources and store this information to a
knowledge base. These information sources could either
be structured, semi-structured, or unstructured [40]. Most
existing chatbots currently retrieve information from
structured documents to build their knowledge base, since
structured documents have labelled utterance-response
(or Q-R) pairs the chatbot engine can store [41]. There
are also new information retrieval approaches, such as a
method called DocChat, proposed for extracting
information from unstructured documents. Instead of the
Q-R paris, the DocChat method selects the most relevant
sentence from the document directly and thus improves
the fluency in chatbots’ responses. These retrieval
approaches for unstructured data would aid the chatbot in
developing a larger knowledge base.

Knowledge Domain. The knowledge base can either be
open-domain or closed-domain (restricted domain).
Chatbots with an open-domain knowledge base are
generally conversational agents, capable of responding to
a variety of user inputs. On the other hand, chatbots with
a closed-domain knowledge base focus on specific
domains, such as law, medicine, and programming.
Closed-domain chatbots are generally goal-oriented -- the
user is likely attempting to accomplish a task, such as
asking a question, setting an alarm, or making a
reservation. For a closed-domain question-answering
chatbot, it is also important to consider the size of data
available, the domain of interest itself, and the resources
available for the domain when determining what
techniques to use [42].

V. EARLY APPROACHES FOR CHATBOT DEVELOPMENT

This section discusses some of the earlier approaches
used for chatbot development which do not use ML. This
includes pattern matching and rule-based methods.

A. Pattern Matching

This approach is commonly used in question-
answering bots. They generate predefined outputs and
match them with a given input according to the
characteristic variables of sentences. An example of a
question answering bot is A.L.I.C.E. (Wallace, 2009),
which stands for Artificial Linguistic Internet Computer
Entity [43], [44]. The following sections introduce a
common technique used for pattern matching.

Artificial Intelligence Markup Language (AIML) is a
form of eXtensible Markup Language (XML), aimed to
define rules for matching pattern and thus find the proper
responses. An example is shown in Table II:

© 2020 Int. J. Mech. Eng. Rob. Res

TABLE Il. ExawmpLE OF AIML CoDE [43].

<category>

<pattern>What the user says</pattern>
<template>What the bot responds</template>
</category>

A WN R

The <pattern> tag is used to match in user’s input. The
<template> tag is used to respond to the pattern.

B. Rule-Based

The rule-based or template-based approach is used to
map sentences with the pattern associated with the
collected input database. Some chatbots applying these
techniques are: ELIZA (created by Weizenbaum in 1966)
and PARRY (created by Colby in 1975) chatbot. For
ELIZA, the textual input searches for the keywords,
which are then assigned a rank. The input is transformed
into a “keystack,” where keywords with the highest rank
are at the top. The keyword of the highest rank is used to
determine the category of responses most related to the
keyword [43]. This helps the bot determine a relevant
response. PARRY has a similar structure to ELIZA but
uses a better controlling structure and has the ability to
understand language, since it has a mental model that can
simulate the bot’s emotions [45].

VI. MACHINE LEARNING APPROACHES FOR CHATBOT
DEVELOPMENT

This section discusses existing modern NLP
techniques that can be used when developing a chatbot.
Recently, NLP techniques have been combined with ML,
as ML improves the chatbots’ performance of finding
patterns from large amounts of data. The following
sections discuss the current stages of NLP and ML
techniques applied in the field of chatbot model
development.

A. Data Preprocessing

An arbitrary user input in human language needs to be
processed to be “clean data,” which is the data a chatbot
machine can understand. There are many preprocessing
methods currently used in chatbots, such as stopwords
removal, removing capitalization, and labelling. There are
three features to consider when preprocessing the data:

Lexical. The lexical feature is also called the “word
form” feature because it focuses on each word rather than
the sentence structure or grammar [46]. It uses the bag of
n-grams method to group words together [47]. Three
preprocessing methods using this lexical approach are
word level n-grams, stemming, and lemmazation [44].
The word level n-grams method groups together n
consecutive words and looks for word n-grams which
might indicate the category of the question (for example,
if the unigram “city” is used, the question is likely asking
for a location). Stemming reduces words to their
grammatical roots by removing suffixes [47]. This,
however, fails when words change endings in plural form
(for example, leaf and leaves would have different stems).
Lemmazation is a more accurate approach which can
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identify the correct roots by referring to a lexical database
of English [48].

Syntactic. Methods using syntactic principles include
part-of-speech (POS) tagging and chunking. POS tagging
[46] labels each word in a sentence with its part of speech
(noun, pronoun, verb, etc.). Chunking is then used to
partition the sentence into non-overlapping, non-recursive
segments. Each partition has a chunk tag, which is its
class label. The question classifier model then uses the
POS tags, the surrounding context, and the class label to
identify the question type [49].

Semantic. Whereas syntax focuses on sentence
structure, semantics focuses on the meaning of words.
One method using semantic principles is Named Entity
Recognition (NER) [50]. Most NER implementations use
a coarse-grained hierarchical classifier consisting of a
layered semantic hierarchy of answer types [51]. One
paper designed an open-domain question answering
chatbot using a two-layered hierarchy containing 6 coarse
classes and 50 fine classes to answer 500 questions in the
TREC competition. They classified user questions into
different question types (with 98.8% accuracy), generated
expected answer types, extracted keywords, and
reformulated questions into semantically equivalent
questions [51].

Vector Representations. Vector representation maps
high dimensional word features to low dimensional
feature vectors. Based on certain rules and relationships,
words are represented by vector coordinates. For example,
related words are closer together. The common
techniques for vector representation are:

e word2vec [29]: Each word is represented by a
vector in a specified vector space containing
continuous bag-of-word (CBOW) and skip-gram
(SG) architectures.

e doc2vec [52]: The wvector representation for
paragraphs and documents is found by taking the
weighted average of all the words in the document.

e Global Vectors (GloVe) [6]: The global corpus
statistics for the unsupervised learning of word
representations which outperform other models on
word analogy, word similarity, and named entity
recognition (NER). The source code from Stanford
can be found at
http://nlp.stanford.edu/projects/glove/

B. Retrieval-Based

A group of researchers used the information retrieval
technique to tackle one of the difficult problems for
chatbots: the short text conversation. By collecting short
conversations on social media and using them to train
different models, such as the translation model, latent
space model (linear model), deep learning model (non-
linear model), and topic-word model, they reported that
the retrieval-based model can perform  more
“intelligently” than some of the older approaches. This
model collects data from many social media sources, such
as Q&A forums, and find the differences between user
inputs and questions online with the cosine similarities
method [53].

Another research group used unstructured documents
and examined their features on different levels, such as
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word level, phrase level, sentence level, document level,
relation level, type level, and topic level. This allowed
them to respond to utterances in addition to question-
response (Q-R) pairs in which the response R is a short
text and only depends on the last user utterance Q. Their
method selects a sentence from given documents directly,
by ranking all possible sentences based on features
designed at different levels of granularity. They
compared their chatbot’s performance with a chitchat
engine from China called Xiaolce, and found that their
chatbot generated more formal and informative responses,
whereas Xiaolce generated more colloquial responses.
They also found that their chatbot generated either an
equally relevant or more relevant response than Xiaolce
in 109 out of 156 conversations, which is promising [41].

C. Generation-Based

The generation-based methods use an encoder-decoder
framework [41]. Some researchers proposed deep
learning technique using the sequence to sequence
(seg2seq) model to predict the next sentence in a
conversation given previous sentences using two
recurrent neural network (RNN), one being an encoder
and the other being the decoder [54]. The encoder output
provides necessary information to the decoder to generate
a sequence element by element. The decoder takes a
sequence as the input and generates a sequence output
[43].

Long Short-Term Memory (LSTM) networks are an
extension of RNN which maximize the probability of
generating a response given the previous conversations
[55]. A. Xu et al. [2] proposed a technique using LSTM
networks to generate responses. Their process starts by
converting the user’s input into its vector representations
with the word2vec method, and then using LTSM to learn
the mapping from sequence to sequence. It consists of
two LSTM neural networks. The first one is an encoder
which maps variable-length inputs to a fixed-length
vector. The second LSTM neural network is a decoder
which then maps this vector to a variable-length output.
This is similar to the two RNN networks in the seq2seq
model.

VII. CHATBOT IN INDUSTRIES

In various industries, chatbots are becoming a
ubiquitous component of customer service. The usages of
chatbots in different fields are summarized in Table 1l
below. They are used in Customer Relationship
Management (CRM) which helps companies stay
connected to both current and potential customers for
increased customer retention [56]. Both commercial and
non-profit companies can improve their profitability if
they understand their users’ needs better.

TABLE Ill. THE ROLE OF CHATBOTS IN VARIOUS INDUSTRIES.

Industries Description

Personalized medical assistant relies on Al
algorithms to hold daily conversations, provide
health-related  information, and  recommend
activities and restaurants to the elderly [33]. As

Healthcare
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Industries Description

purposed by this paper [34], an LSTM model can be
used to extract semantic information from the
elderly’s inputs. The chatbot’s responses were
generated by Euclidean distance for matching
patterns. These chatbots often use frameworks
which have four layers. Data layer: record the data
processing progress and store the labeled data
collected from multiple sensory components.
Information layer: mapping on lifelong ontology,
Knowledge  layer:  personalized  behavioral
predictions, and Service layer: the results of health
service recommendation for cloud computing
environments [30].

These chatbots can recommend travel plans based
on personal preferences from travel history that was
gathered from previous flight, hotel, and car rental
bookings. It then generates a recommendation using
collaborative filtering with rating scores deployed
on Alexa Skills market [32].

Chatbots can be used to teach students basic
computer science concepts [35]. One paper
proposed Intelligent Tutoring Systems which are
computer environments which adapt to the needs of
the individual learner [36]. In particular, Open
Learner Modelling allows the system and student to
jointly negotiate the learner model. This allows both
the student to reflect on their learning and the
learner model to improve its accuracy.

Since the financial industry is increasingly
deregulated, many financial transactions are now
digitized. This leaves financial businesses large
amounts of financial and personal data to leverage
to deliver a variety of new services online [37]. For
example, chatbots can be used to help financial
advisors and strategists with decision making based
on previous financial transactions or trends.

Travel

Education

Financial

Most conversations are held on text-based platforms
like email and online chat. An important variant on these
conversational machines is the ability to think. It is why
industries are moving towards a modern chatbot which
uses Al technology to interact with a human more
intelligently. In past years, most chatbots in the industries
could only perform simple tasks because they are
programmed to respond to a predefined list of questions.
In order to become self-learning chatbots, which is what
they may do in the future, they need to be trained using
data from their past conversations and update its
knowledge base autonomously to deliver personalized
responses [57], [58].

VIIl. CONCLUSIONS

In this paper, we used a mind-mapping approach to
present an overview of chatbots, after reviewing papers
published from 1998 to 2018. This can help researchers
develop a better understanding of the current
implementation techniques and usages of chatbots. This
is important because chatbots are becoming increasingly
popular, especially for customer service in the industry
and as an intelligent virtual assistant for personal use.

This paper outlines many machine learning techniques
which could improve the performance of chatbots
because they allow chatbots to learn and adapt through
experience. Having the ability to improve itself with
every interaction will likely improve the chatbot’s
capability of understanding the content and context of the
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user’s input, which would help the chatbot generate a
more accurate, relevant response.

However, existing chatbots have a few limitations. The
main challenge for a chatbot right now is understanding
the context in a conversation and generating a relevant
response. Hence, future intelligent chatbots should: 1)
implement improved natural language processing
techniques to accurately recognize the content of the user
input; 2) learn to understand the context of conversations
and respond accordingly with emotions or personalized
content. The ultimate goal of chatbots is to replicate
human-human interaction, which requires improved
machine learning and natural language processing
techniques.

The current trend in chatbot development suggests that
chatbots will continue to be improved with advanced
technologies driven by ML- and NLP-based Al. As
previously mentioned, the Turing test, conducted by a
human conversational interrogator, is the most popular
test for determining if a chatbot has achieved human-
level intelligence [5], [59], The human judges ask
questions to determine if one of participants is hot human,
so if a chatbot can pass the test, it demonstrates human-
level communication capabilities. The goal of chatbots is
to one day pass the Turing test and achieve human
conversational capabilities, which we believe will happen.
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